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Abstract
[bookmark: _GoBack]A number of satellites have become an essential part of monitoring emissions. In spite of sound theoretical inversion techniques, the insufficient sample number, and footprint of current observations have introduced an obstacle to narrow the inversion window for regional models. A modest set of high-quality measurement from airborne remote sensing can partly resolve these key limitations. Here, we illustrate the feasibility of nitrogen dioxide (NO2) columns from the Geostationary Coastal and air pollution events Airborne Simulator (GCAS) to constrain anthropogenic NOx emissions in the Houston-Galveston-Brazoria area. To perform this, the slant column densities are converted to vertical columns ones using a radiative transfer model with i) NO2 profiles from a high-resolution regional model (1×1 km2) constrained by the P-3B aircraft measurements, ii) simulated absorption optical depth based on the Mie’s theory from the model, and iii) high-resolution surface albedo constrained by ground-based spectrometers. We characterize errors in the GCAS NO2 columns by comparing to Pandora Spectrometer Instrument (PSI) measurements and found a striking correlation (> 0.75) and with an uncertainty of 3.5×1015 moles.cm-2 (0.13 DU out of a typical value of 1 DU or 2.69 x 1016 moles.cm-2). On regular days, the constrained anthropogenic emissions using Kalman filter yield an overall 2-50% reduction in polluted areas, partly counterbalancing the well-documented positive bias of the model. But, the inversion boosts emissions by 94% in the same areas on a day when a large local emissions event possibly occurred, reducing the negative bias of model significantly. The sound capability of GCAS at detecting such an event assures the significance of forthcoming geostationary satellites for a timely estimate of top-down emissions.
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1. Introduction
Nitrogen dioxide (NO2) is an important air pollutant produced from anthropogenic and natural sources [Brewer et al., 1973]. Current estimates of anthropogenic emissions contributing to NO2 are primarily based on bottom-up inventories. These inventories are associated with large uncertainties resulting from errors in underlying assumptions and county-level statistics. If we optimistically assume that they reflect real emissions for a certain year, the frequency of updates is still lower than that of changes in emissions. Thus, NOx (NO+NO2) emissions can sometimes be overestimated by a factor of two, especially in the southeastern US [Travis et al., 2016; Souri et al., 2016]. One way to improve the accuracy of emissions estimate is to minimize the distance between observed NO2 observations and simulated values based on the bottom-up emission estimates. NO2 molecules have strong absorption in UV radiation, so their retrieval is one of the most successfully detected species from remote sensing [Boersma et al., 2004; Nowlan et al., 2016]. The availability of NO2 columns from several space-borne satellites in conjunction with chemical transport models has enabled the use of inverse modeling in constraining NOx emissions around the world [Martin et al., 2003; Jaeglé et al., 2005; Chai et al., 2009; Mijling and van der A, 2012; Miyazaki et al., 2012; Souri et al., 2016, 2017]. 
Similarly to several types of spectrometer instrument, the sensors and optics used in satellites are subject to degradation. For instance, almost half a row of Ozone Monitoring Instrument (OMI) detectors encompassing the spatially finest resolution pixels (~13×24 km2) have been complicated by the row anomaly since 2009. The deficiencies of current sensors are not limited to instrumental degradation, but include coarse temporal and spatial resolutions, which prevent us from investigating uncertainties in emissions or chemical and physical processes involved at fine scales. Therefore, to resolve emissions at regional scales, we resort to over-sampling observations, which in turn, can potentially average out some information. For example, although Souri et al. [2016] successfully mitigated the positive bias of a model to reproduce surface NO2 using the OMI satellite in September 2013, they failed to correct the large underprediction of the model on 09/24-09/26, when an anomaly in emissions likely occurred. 
Fortunately, future sensors [e.g., Zoogman et al., 2017], still in the construction stage, should alleviate these shortcomings by providing higher spatial resolution (e.g., TROP-OMI). Since TROP-OMI is now in orbit, there is an urgent need to verify if incorporating high-quality observations can achieve greater accuracy in emission estimates in a timely manner.  To tackle this problem, several airborne remote sensing sensors such as the Airborne Compact Atmospheric Mapper (ACAM) [Kowalewski and Janz, 2009; Lamsal et al., 2017], the Geostationary Trace gas and Aerosol Sensor Optimization (GeoTASO) [Nowlan et al., 2016] and the Geostationary Coastal and air pollution events Airborne Simulator (GCAS) [Kowalewski and Janz, 2014] provide very high-resolution gas columns (<~1 km) with useful signal-to-noise ratios. Unfortunately, these valuable data for constraining emissions have not been used in many applications. Accordingly, this study is motivated by the opportunity to investigate the possibility of using the GCAS NO2 columns, for the first time, to improve the 1-km anthropogenic emissions in Houston-Galveston-Brazoria (HGB) during NASA’s DISCOVER-AQ campaign. 
2. Measurements, Modeling, and Method
2.1. GCAS
An Offner design spectrometer on the GCAS system equipped on NASA’s B200 aircraft (altitude ~ 8 km) was used for the collection of UV/VIS range (300-490 nm) images with a spectral resolution of 0.6 nm [Kowalewski and Janz, 2014]. The data were acquired for 11 days in September 2013 from ~8 AM until ~4 PM local time. The GCAS ground footprint is a function of altitude, aircraft speed, scan range, and the sensor aperture. A set of their retrievals during the DISCOVER-AQ campaign resulted in a ~ 250 m × 500 m spatial resolution, which was 2500 times as fine as that of OMI nadir pixel (13 x 24 km2). The absorption range of NO2 molecules of 425 to 460 nm was selected for the differential optical absorption spectroscopy (DOAS) spectral fitting method used to estimate the slant column density (SCD) [Platt and Stutz, 2006]. The DOAS spectral fitting method requires a solar irradiance spectrum as a reference. The SCD retrieved from the method yields the differential NO2 with respect to the residual SCD at the reference spectrum. While several satellite-borne sensors provide a solar reference spectra taken outside the atmosphere,  GCAS was only able to obtain the spectrum from the beneath the aircraft. We estimated the reference spectra by daily averaging a GCAS-derived spectrum over a relatively unpolluted region in the Gulf of Mexico as a function of 21 cross-track positions. The cross-track position dependence eliminated the cross-track striping and potential biases [Nowlan et al., 2016]. We masked any pixel whose error of fit was greater than half of the SCD. We labeled a pixel cloudy if the mean radiance in the NO2 fitting window exceeded a threshold of 2×1013 photons cm−2 nm−1s−1sr−1.
2.2. Aircraft
We used the latest version of P-3B NO2 data collected by the NCAR in-situ four-channel chemiluminescence instrument. Data were available for ten flight days during the campaign. The frequency of NO2 sampling was one second. 
2.3. Pandora
This study used data from Pandora ground-based spectrometers at 11 stations. The PSI offers total NO2 columns with a clear-sky precision of 2.7×1014 moles cm-2 (0.01 DU) [Herman et al., 2009]. We filtered out the observations with an error of > 0.005 DU.This seem too strict

2.4. Surface Ambient Monitoring Stations
Hourly NO2 measurements were gathered from the Continuous Ambient Monitoring Stations (CAMS) and Air Quality System (AQS) sites. Our domain model contained 29 stations. Not all observations were available for a given day. Unlike the P-3B, NO2 observations required correction resulting from interference from several reactive nitrogen gases. We mitigated this contamination using a method developed by Lamsal et al., [2008].
2.5. WRF-CMAQ
We conducted a simulation using the U.S. EPA CMAQ model [Byun and Schere, 2006], version 5.0.2, i), which provides a priori NO2 profiles for estimating air mass factors (AMFs), ii) to bridge observations to emissions for inverse modeling, and iii) to verify the accuracy of  a priori and a posteriori NOx emissions. Our model consisted of three domains: the parent domain, with a 12 km spatial resolution covering all of the US; inner domains, with a 4.0 and 1.0 km grid sizes, covering southeastern Texas and HGB, respectively. The vertical grid included 15 pressure-sigma levels stretching from near surface to ~20 km. We selected the CB05 gas-phase and six-generation aerosol mechanisms. CMAQ used meteorological fields from the Advanced Research Weather Research and Forecasting (WRF) v3.7 model [Skamarock and Klemp, 2008]. The WRF configuration and performance against surface observations are quite similar to those in the study of Pan et al. [2017a] who found the model and observations agreed within 0.9oC and 1 m/s for surface temperature and wind speed. The period of simulation covered the entire of September 2013 in addition to the last week of August for a spin-up. We applied the Sparse Matrix Operator Kernel Emissions (SMOKE) and the Motor Vehicle Emissions Simulator (MOVES) models based on the 2011 platform (v6.1) to generate anthropogenic emissions and the BEIS3 (Biogenic Emission Inventory System version 3) to generate biogenic emissions. The performance of the CMAQ model against surface and aircraft observations was thoroughly investigated in former studies [Pan et al., 2017a, b]. The discrepancy between model and observations in terms of NO2 will be discussed more carefully later.
Figure 1 depicts the model domain, and all in-situ observations used in this study. 
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Figure 1. The NASA’s MODIS AQUA on 09/25/2013 showing the location of surface and aircraft observations, in addition to the high-resolution (1-km) CMAQ domain. The reference spectra location presented as the star was used for the GCAS NO2 column retrieval.
2.6. AMF Calculations
To constrain the anthropogenic NOx emissions using the GCAS NO2 SCD, we must prepare observations so that the forward model could project them onto state vectors (i.e., emissions). Thus, we need to convert the SCD into VCD. In general, this can be done by:
	,
	(1)


where  and  represent the unitless optical thickness for the slant and vertical columns, respectively, which required the quantity of absorbed and scattered UV/VIS radiance along the two pathways. In the absence of any absorption and scattering, we simplified the AMF to the geometric AMF (AMFG):
	,
	(2)


where  is the solar zenith and  the sensor viewing angles. For instance, at a point where the sun or the sensor is close to the horizon (i.e., a deeper look into the atmosphere), the SCD will become significantly larger than the VCD.  In reality, the point at which the GCAS radiance interferes with atmospheric gas and particles, we derive the AMF from the Beer-Lambert law of extinction [Palmer et al., 2001]:
	 ,

	(3)


Where w(σ) and S(σ) are scattering weights (SW) and shape factors (SFs) at the sigma (σ) vertical coordinate, σ0 is the sigma level at altitude of an aircraft, α(σ) is the absorption of the cross-section, αe is the effective cross-section at 432 nm, and IB is the radiance observed by the sensor. The SF is estimated by the ratio of the vertical column of air, Ωa(σ), to the vertical column of NO2 and the mixing ratio of the a priori profile of NO2 from the model. To estimate the partial derivative of the radiance to the optical thickness (), we used the linearized discrete ordinate radiative transfer (LIDORT) 3.7 model [Spurr, 2008]. This radiative transfer model (RTM) requires several inputs such as aerosol optical depth (AOD), surface albedo, and sensor geometry. With regard to surface albedo, we used MODIS bidirectional reflectance distribution functions (BRDFs) channel 3. The RTM treats all BRDF quantities with respect to surface property using a linear combination of BRDF kernels. To compute aerosol-specific AOD, we ran the Flexible Aerosol Optical Depth (FlexAOD) post-processing toolbox [Curci et al., 2015], which is based on Mie's scattering model, at 432 nm from the CMAQ output for five different categories: dust, black carbon, organic carbon, sulfate, and sea salt.
As mentioned earlier, the DOAS algorithm estimated the SCD with respect to a reference spectra. This reference may be obtained by collecting the extraterrestrial direct sunlight spectrum as done in several space-borne observations such as OMI; thereby the Eq 1 can be readily used. However, for the GCAS case, an NO2 minimum upwelling earthshine spectrum over the Gulf of Mexico (depicted in Figure 1) was selected. Here the VCD below the aircraft is estimated by:
	,
	(4)


Where the arrows denote values above (↑) or beneath (↓) the aircraft, and R represents the quantities at the reference location. All VCDs in the right side of the equation were estimated from the regional model. We previously observed that the reference spectra and the majority of observations were spatially close, and the altitude of aircraft was roughly near to the tropopause. Consequently, the second and third terms in the numerator are approximately equal; suggesting that the SCD calculated from the DOAS method should be added to the VCD beneath the aircraft obtained over the reference location to represent the absolute SCD (rather than the relative). 
The general picture of the AMF calculation is shown in the left panel of Figure 2.
2.7. Inversion Method
NOx emissions are not directly observed from GCAS. Thus, to derive quantitative constraints on emissions, we need to use inverse modeling to incorporate the NO2 columns with knowledge of the chemical and physical processes that take place in these two quantities. Here, our observations were the GCAS NO2 columns, and the unknowns were the corresponding NOx emissions. The inversion system was based on a Kalman filter, which is analogous to a sequential Bayesian method fully described in Souri et al. [2016, 2017]. 
Assuming that errors of observations and unknowns follow the Gaussian distribution and that the relationship between them is linear, we estimated the a posteriori values by minimizing the following cost function from Bayes’ theorem [Rodgers, 2000]:
	,
	(5)


Where x is unknown (i.e., a state vector), y is the GCAS NO2 columns, P and R are the covariance matrices of the a priori values and the observations, respectively, and H is the Jacobian matrix explaining the relationship of observations to unknowns. To calculate the H matrix, we used the CMAQ-DDM model, which estimates the locally semi-normalized gradients of NO2 to the NOx emissions [Cohan et al., 2005].  We assumed a 50% errors in the emissions [Souri et al., 2016, 2017; Huang et al., 2014]. We will compute the uncertainty of the GCAS vertical NO2 columns later by comparing them to ground truth. It is worth noting that we optimized log(x) rather than x to add a hidden constraint, that is, the posteriori values should always be positive. To increase the degree of freedom for minimizing the cost function and to partially consider the impact of transport on the misalignment between the source and the receptor, we aggregated the emissions using the Gaussian mixture model (GMM) [Turner and Jacob, 2015]. The inputs for this classifier were all of the emission sectors as well as the latitude and the longitude of the model domain, and urban/water fractions based on a Land Use/Land Cover map. By obtaining the first derivative of Eq. 5, the a posteriori emission for a given day were estimated as follows:
	),
	(6)


where K is the Kalman gain defined by:
	,
	(7)


Next, we applied the ratio of the a posteriori to a priori emissions and reran the model. The major key point and difference between the Kalman filter and the Bayesian method are that the a priori covariance is not constant; that is, our level of understanding of uncertainty of emissions alters as we incorporate individual observations. It is expected that the errors of posteriori emissions continue to decrease after each iteration. In addition, when the number of observations is large, estimations of the covariance matrix of the posteriori emissions are likely to be overly optimistic [Jacob et al., 2016]. Consequently, with increasing time, this overconfidence in the priori values becomes too large, which causes the inverse modeling system to become decoupled from the truth. We determined a covariance inflation constant (λ) that combats this tendency through trial and error. The schematic of the inversion is outlined in Figure 2. 
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Figure 2. Schematic of the retrieval process and the inversion in this study design. The main purpose of the retrieval process is to provide vertical NO2 columns. The values, along with the aggregated anthropogenic NOx emissions, are provided to the Kalman filter, which carries out the Kalman filter inversion. The Kalman filter estimates the a posteriori emissions by minimizing the cost function. Subsequently, the ratio of the a posteriori to a priori emissions is applied to the emissions. The covariance matrix of the a priori values changes over time, depending on the previous estimation error and the inflation factor. 
3. Results and Discussion
3.1. GCAS Error Characterization 
A major uncertainty in NO2 retrieval (40-60%) arises from the calculation of AMF [Lorente et al., 2017]. Thus, we examined the primary inputs and the vertical distribution of the SWs and SFs. The statistical distribution of the main inputs to the GCAS sampling is depicted in Figure 3a. Theoretically, a higher surface albedo results in a higher sensitivity of the sensor to NO2 (i.e., larger scattering weights), attributed to a stronger reflection of solar radiance. The MODIS BRDF suggested that the surface albedo in the HGB region was 0.04±0.01, which was low due to abundant vegetation. We expected this feature would have contributed to a lower AMF. Our tests using the LIDORT also suggested that the sensitivity of scattering weights to surface albedo was stronger over dark regions (not shown) [Boersma et al., 2004]. One unintended consequence would have the amplification of the propagation of error of the albedo to the AMF. The viewing geometry of the GCAS sensor showed that the majority of observations were collected at 51o and 13o for solar and sensor zenith angles, respectively. Typically, for a high SZA range, the sensitivity of GCAS to NO2 becomes lower/higher at the near surface/free troposphere. This “stretching” effect is the result solar radiation at higher SZA, which cotains more scattered light in the free atmosphere. In response, radiation near the surface will be less important.. 
The AMF dependence on aerosols is relatively complicated by variation in the optical properties of individual aerosol types. Depending on the refractive indices, size distributions, and hygroscopic growth rates of each aerosol type, we estimated the AOD at 432 nm from the CMAQ using FlexAOD, described in Curci et al. [2008]. We found the average AOD of 0.26±0.2 at the GCAS scanlines. The contributions from each aerosol type to the total AOD were found to be 93% sea salt, 3% dust, 2% OC, 1% inorganic aerosols, and <1% BC. The magnitude of simulated of AOD was in line with that of AERONET atop University of Houston Moody Tower (AOD = 0.20) (not shown). We found that the low amount of AOD did not result in a considerable impact on AMF (< 5-10%) on the average for our case study. 
Because of the relatively large impact of SFs on the AMF, we need to investigate whether or not the CMAQ predictions for the NO2 profiles are reasonable. To answer this question, we compared our model results with 10-day P-3B NO2 measurements (Figure 3b). While our model overpredicted NO2 near the surface layer, it persistently unpredicted NO2 mixing ratios in the free troposphere up to a factor 6. The reason for this discrepancy is unclear, but we could attribute it to the uncertainties associated with the lightning scheme, aviation emissions, or vertical mixing mechanisms. Although the large underprediction of NO2 in the free troposphere may appear to be unimportant, the large sensitivity of the GCAS to NO2 and the thicker vertical layers (i.e., larger dσ) at these levels imply that it is an important issue. Thus, we increased the accuracy of the priori NO2 profile using P-3B observations by applying the ratio of the observations to the model.
Using the RTM, we further calculated the SWs on the altitude coordinates with CMAQ vertical layers at a vertical resolution of 50m to 2 km. Then we multiplied the values by the AMFG to estimate the box-AMF, shown in Figure 3c and found that the SWs increased exponentially with altitude. We expect this trend because radiation weakens the deeper it travels into the atmosphere. Hence, the GCAS sensor was more sensitive to NO2 concentrations in the upper atmosphere. The standard deviations of the SWs increased in the same manner, resulting from greater sensitivity of the SW to the inputs used in the RTM at higher altitudes [Lamsal et al., 2017]. It is highly unlikely that the sensitivity of the sensor to the gas is greater than to a scatter-free atmosphere indicating that the box-AMF must roughly converge to AMFG (2.67±0.48) in the upper troposphere, where scattering is insignificant. This condition is highly consistent with the findings of this study. The averaged AMF estimated from the SWs, and the SFs was 1.26±0.32 for all GCAS samples (Figure 3a). This value was approximately half of the averaged AMFG, which indicates that the AMF cannot be approximated by the AMFG from the altitude of the aircraft.
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Figure 3. (a) The statistical distribution of major inputs used in LIDORT for estimating the scattering weights. The fitted distributions are statistically significant according to the Kolmogorov–Smirnov test; (b) the priori NO2 profile seen/simulated by P3-B/CMAQ that was used for estimating the shape factors; (c) the resulting averaged scattering weights multiplied by the geometric air mass factor (AMFG) representing the box-AMF (blue line) and the corresponding standard deviation (blue shading). The AMFG values and their standard deviation are shown in a red line and shading, respectively. 
To characterize the error of GCAS NO2 VCDs, we used the PSI measurements at 11 stations in our domain. Owing to the fact that NO2 concentrations varied quickly by time, we collected only those measurements that were coincident with the GCAS observations within a small radius (<2 km) and short period (<36 s).  We removed the above aircraft NO2 columns (~2.8-3.1 ×1015 molec.cm-2) from the Pandora total columns based on the GEOS-Chem model [Souri et al., 2017; Bey et al., 2001] to be able to perform an apples-to-apples comparison.  The correlation (r) between the two datasets for all days was found 0.74 (left panel in Figure 4). In more than six days, the GCAS observations showed striking correspondence to those of Pandora (r>0.85) (not shown).  Results revealed that the GCAS VCDs were overestimated (70%) with a bias of 3.33×1015 molec.cm-2. Some inconsistencies between the two datasets might have originated from i) the different air masses used by the two sensors, ii) the uncertainty of the global model used in estimating the above aircraft NO2 column, and iii) errors in the retrieval process.
The overestimation of the GCAS VCDs was problematic. It could have been propagated in the inversion to induce a bias in the top-down estimation later. Fortunately, the PSI observations enabled us to mitigate it. Such an overestimation might be removed by simply scaling all GCAS VCDs with respect to the factor of overestimation. This meant that we would consider the below aircraft VCDs from Pandora to be correct, which was idealistic. A sounder way would be to constrain the major source of bias. Among the AMF inputs, it was believed that the absolute amount of the MODIS BRDF could be the major cause of the overestimation, as former studies found this quantity highly uncertain (particularly at shorter wavelengths) [Wang et al., 2011], with an underestimation up to 0.02 at 0.3-5 μm channels [Solomon et al., 2008]. Under the assumption that Pandora and the MODIS BRDF observations have 25% and 50% uncertainties, we constrained the albedo using the Bayesian inversion (Eq 5) in conjunction with LIDORT as a forward model (i.e., Jacobian matrix). Here, the unknown was the average of all surface albedo (one value), and observations were all available Pandora measurements. We assumed no temporal or spatial dependence for this optimization. The constrained surface albedo was found to be 0.063±0.007 which was 0.023 larger than original albedo. The resultant AMF increased to 1.54±0.50 reducing the overestimation of GCAS by ~23% (right panel of Figure 4). Interestingly, the degree of mitigation of overestimation was not uniform across all observations. This was because of the fact the AMF was more sensitive to very dark surfaces (where we had too low AMF, thereby too high VCDs). We set the uncertainty of the GCAS observations for the inversion to 3.5×1015 molec.cm-2 based on the RMSE value obtained from this comparison. 
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Figure 4. The scatter plot of the GCAS VCDs versus the Pandora VCDs (before and after constraining the surface albedo). For a direct comparison, we subtracted the modeled above aircraft columns from Pandora total columns. 
3.2. Top-Down Emissions Using the GCAS VCDs
3.2.1. GCAS vs. CMAQ
Prior to constraining the anthropogenic NOx emissions using the GCAS NO2 VCDs, we believed that compiling an overall picture of how much the magnitudes and the spatial patterns of the CMAQ NO2 VCDs differed from those of GCAS could be valuable.  Figure 5 and 6 demonstrate the spatial distribution of NO2 VCDs from CMAQ and GCAS over the HGB region. Both datasets showed high NO2 concentrations in the center of Houston, indicating predominant anthropogenic NOx emissions, particularly from mobile sources. Three major areas that contributed the most to NO2 concentrations were the Houston Ship Channel (HSC) (54 tons/day, region A), the Houston metro area (145 tons/day, region B), and Texas City (17 tons/day, region C).  The correlations between the CMAQ and GCAS VCDs, along with other statistics are listed in Table 1. A strong correlation between two datasets (0.70±0.18) indicated that the transport and location of NOx sources were rather reasonable. From observations, the ratios of the GCAS NO2 VCDs to those of CMAQ were 0.74±0.22 over high NOx regions (ENOx>0.2 mol/s), possibly reflecting the well-documented overprediction of NOx emissions [e.g., Souri et al., 2016; Travis et al., 2016]. 
However, we noticed that the CMAQ largely underpredicted NO2 columns on 09/25 by a factor of 1.3. These unprecedented high NO2 concentrations over the HSC have been a focus of debate that could partly be explained by i) the rapid local NOx production from point sources in the HSC region supported by a sharp reduction in the P-3B NOy/NOx ratio [Souri et al., 2016] and ii) the inability of the weather model to simulate wind fields that converge pollutants over the region [Pan et al., 2017a]. Since it was implausible that transport was the sole reason for such an unusually high NO concentration (>100 ppbv) over the surface (not shown) and the column (>30×1015 molec.cm-2), we assumed that the discrepancy between the model predictions and observations resulted from bias in the local NOx emissions. Fortunately, GCAS offered a unique opportunity to constrain emissions for this specific event, which was lacking in former studies using satellites [e.g., Souri et al., 2016]. 
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Figure 5. The spatial distribution of vertical NO2 columns observed by CMAQ (first row) and GCAS (second row), the ratio of GCAS to CMAQ (third row), co-registered in time and space. The GCAS VCDs are based on the AMFs estimated from this study. Regions A, B and C denote the HSC, the Houston metro area, and Texas City, respectively. The overprediction of CMAQ over NOx hotspots is observed.
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Figure 6. Same as Figure 5. The large underprediction of the model likely resulting from unexpected local sources from region A is revealed on 09/25. 
Table 1. The statistics computed from the comparison between the CMAQ and GCAS NO2 VCDs during 2013 September. 
	
	4th
	6th
	11th
	12th
	13th
	14th
	18th
	24th
	25th
	26th

	Correlation
	0.41
	0.69
	0.82
	0.81
	0.73
	0.78
	0.77
	0.84
	0.34
	0.80

	Mean Bias1
	-0.29
	2.72
	1.52
	1.55
	1.41
	3.80
	3.10
	1.42
	-2.19
	1.37

	RMSE
	4.93
	6.26
	3.42
	3.45
	3.78
	6.56
	6.02
	3.19
	5.88
	3.64

	Ratio-High2
	0.81
	0.57
	0.76
	0.73
	0.74
	0.49
	0.56
	0.78
	1.28
	0.73


1The bias is the model minus observation.
2It is defined as the ratio of GCAS to CMAQ in high NOx regions (ENOx >0.2 mol/s).


3.2.2. Original vs. Updated Emissions
As mentioned earlier, this study examined the feasibility of the GCAS NO2 VCDs using the Kalman filter to constrain anthropogenic emissions. A major challenge for this task was the GCAS spatial coverage, which may not have been sufficient to resolve emissions in the native resolution, known as the smoothing error. A solution to the above issue is to reduce the dimension of the state vectors (emissions) by aggregating the emissions. Nevertheless, lumping emissions could also introduce another type of uncertainty called the “aggregation error.” It is possible to select the state vectors in a way to find the optimal state resolution through running the inversion multiple times, each with a certain selection of state vectors. Here, we used the GMM method to cluster the emissions into certain zones that shared roughly similar features. We found fifty clusters resulting in the minimum value of the sum of the aggregation and smoothing errors among three to sixty clusters, shown in Figure 7. 
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Figure 7. The selected zones for aggregating emissions (i.e., state vectors) determined by the GMM method. The aggregation of emissions is to alleviate the insufficient amount of information in data with respect to the unknowns (i.e., emissions). 
Figure 8 and 9 show the comparison of the CMAQ against the independent surface measurements before and after the inversion as well as the geographic distribution of the differences between the a priori and a posteriori NOx emission. The time period for this figure is 8 AM-4 PM. With regard to results in Figure 8 (09/04-09/13), more than 306k qualified observations were incorporated to constrain the emissions. The a priori emissions yielded a consistent spatial distribution of surface NO2 compared to the CAMS data (r=0.78±0.80). However, the a priori overall overestimated emissions resulted in a bias of 0.96±0.76 ppbv. The ratio of GCAS to CMAQ suggested that the majority of overprediction of the model occurred in the Houston metro area [Souri et al., 2016], which was also observed in the surface observations. After the inversion, the posteriori emissions suggested a 4-40% reduction in the emissions. The optimization, however, increased the emissions (6-152%) over rural/suburban regions, where the model typically tended to under predict NO2 columns. It is reassuring to see the magnitude of reduction in the NOx emissions over polluted areas was in line with the bias of the model. To validate the results of the inversion, we compared the model output with the posteriori emissions to the monitoring data and found a 42-123% reduction in the mean bias, except for the results on 09/11 and 09/12. The inversion attempted to reduce emissions slightly to counterbalance the positive bias of model for these specific days. However, the reduction was overshadowed by the enhancements on other regions. 
The a posteriori covariance remained roughly unchanged for rural and sub-urban regions because of the low number of observations, while it decreased by two orders of magnitude for urban areas. For these regions, we found that the inflation factor (λ) should be set at 50 since i) the large number of observations generally resulted in an overinterpretation of the a posteriori errors [Jacob et al., 2016] and ii) the short lifetime of NOx downplayed the impact of updated (today’s) emissions for a better simulation in the future. 
Concerning Figure 9 (09/14-09/26), similar to the previous figure, the modeled NO2 was overpredicted in urban areas (0.63 ppbv) excluding the 25th September case. The inversion suggested a 3-51% reduction in anthropogenic NOx emissions in the urban areas to partly mitigate it which might have been overshadowed by enhancements in non-urban regions. A more detailed discussion on this limitation will be provided later. Interestingly, the performance of the model was inferior in simulating surface NO2 on 09/24 (r=0.14), while it coincided well with GCAS VCDs (r=0.84) suggesting that surface concentrations sometimes may not be entirely related to column.
The 25th September event was of particular interest because of the abnormally high amount of NO2 concentrations that led to a strong degradation of air quality. Regarding the comparison of surface measurements to the model output, a large negative bias (-4.2 ppbv) and relatively poorer correlation (r=0.50) were observed. Mean bias for wind speed during this episode was low (0.5 m s−1) [Pan et al., 2017a] indicating that the emissions may have been so inaccurate that the model was not able to reproduce NO2 concentrations. Interestingly, the sound inversion method and the high-quality GCAS observations allow for counterbalancing the bias (1.03 ppbv) by increasing the amplitude of NOx emissions (94%) in the urban areas. However, the improvement in the correlation was insignificant, mostly the result of the low spatial coverage of GCAS observations. If the number of aggregated state vectors is enhanced to constrain emissions in a more spatially finer manner, such data gaps over several parts of the domain inevitably lead to an under-constrained problem.
We previously observed that the agreement between optimized emissions and model bias in a specific region was reduced by the increase in background NO2 from other areas. The best example of this might be found on 09/25. The CMAQ simulation with the a priori emissions suggested that NOx emissions were considerably underpredicted in the northern/northeastern parts of Houston, but overpredicted in the southern ones. Given the high quality of GCAS observations, the posteriori emissions yielded the similar trend. Nevertheless, due to transport, the significant enhancements in NOx emissions in the northern parts eventually affected the southern ones. The role of transport in misalignment between observations and emissions is a major challenge in inverse modeling studies at regional scales. A sound way to tackle the above issue is to explicitly quantify the relationship between the NO2 concentration for a given region (i.e., receptor) and emissions at the rest of zones (i.e., sources). Thereby, the positive bias of model calculations (with respect to observations) in the southern Houston will be considered while constraining the emissions in the northern parts. Calculating the derivative of a receptor to several sources given chemical feedbacks is a daunting task using analytical methods. There is an urgent need to develop/update adjoint of regional models to numerically address this in future.
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Figure 8. Changes in simulating the surface NO2 concentration at 8 AM-4 PM by constraining the anthropogenic emissions using the GCAS NO2 VCDs.  First row: the simulated surface NO2 concentrations contrasted with the CAMS observations; the second row: the percentage difference between the a posteriori and the a priori emissions in fifty clusters determined by the GMM, and the third row: the same as the second row but after the inversion. 
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Figure 9. Same as Figure 8 but for 09/14-09/26 time period. 
4. Summary
Several studies have shown the capability of using space-borne remote sensing satellites for monitoring the emissions. However, instrumental degradation of current sensors and their relatively insufficient spatial and temporal resolutions have introduced a problem for constraining emissions at fine scales. To fill this gap, this study presented, for the first time, the application of NO2 columns from the Airborne Compact Atmospheric Mapper (GCAS) onboard NASA’s B200 aircraft for constraining anthropogenic NOx (NO+NO2) emissions during the DISCOVER-AQ Texas campaign. Our first attempt to incorporate the observations in an analytical inversion was to convert the NO2 SCD into vertical values. To this end, we estimated the air mass factors (AMFs) from a radiative transfer model with i) the a priori NO2 profiles from a high-resolution CMAQ model (1×1 km2) constrained by P-3B NO2 measurements, ii) simulated absorption optical depth based on Mie theory from the CMAQ, and iii) high-resolution MODIS surface bidirectional reflectance distribution functions (BRDFs). The averaged AMF was 1.26±0.27 for all the GCAS samples, which is roughly half of the geometric AMF (AMFG). More than 615k qualified pixels are converted into vertical columns and validated against surface Pandora spectrometers. We found a good correlation between the two datasets (r=0.75). But, we found the GCAS VCDs were overestimated (~70%). To address this issue, we constrained the surface albedo using the Pandora observations through a Bayesian inversion. The surface albedo was increased by 0.023 that strongly correlated with the bias quoted in Solomon et al. [2008]. The constrained surface albedo reduced the discrepancy between the observations considerably. Characterizing the error of observations before an inversion is critical. Pandora measurements suggested an uncertainty of 3.5×1015 molec.cm-2 for the GCAS NO2 VCDs.
To constrain emissions, we used an inversion method based on the Kalman filter, and to explicitly find the first derivative of observations to emissions (i.e., Jacobian matrix), we used CMAQ-DDM (1×1 km2). The high quality of GCAS observations enabled us to perform a day-to-day inversion during September of 2013. We found that with the accuracy and the number of GCAS observations, we can partly reduce the well-documented overprediction of the model at reproducing surface NO2 on regular days; the constrained emissions suggested an overall 2-50% reduction in anthropogenic NOx emissions in polluted areas. On the other hand, we observed a significant underprediction of the model at simulating surface and columnar NO2 concentrations on 09/25. Fortunately, the GCAS observations coupled with the sound inversion method mitigated the underprediction of the model by enhancing emissions by 94%, which reduced the model bias by 123% (from -4.2 to 1.03 ppbv). Improving the accuracy of emission for this type of event assures that next-generation satellites (with better spatial and temporal resolutions) should have a unique capability to detect and constrain emissions anomalies.
In conclusion, to be able to quantify the emissions on a regional scale, previous studies ought to oversample spaceborne remote sensing observations, and because of this, they would, therefore, lose capturing fine variations in emissions. Through having the high-quality airborne observations, we managed to narrow down the inversion window from a year/month to a day. However, we are aware of some limitations of our work including i) the low spatial coverage of airborne observations and ii) the fact that the interconnection between aggregated state vectors was not considered. Thus the transport somewhat led to misalignment in emissions and observations. The first weakness can be relieved by integrating qualified pixels from satellites, and the latter can be addressed through solving numerically the optimization that requires the adjoint of the model.
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